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ABSTRACT

This paper presents the many-core architecturé, lwihdreds to
thousands of small cores, to deliver unprecedestmdpute
performance in an affordable power envelope. Weudis fine
grain power management, memory bandwidth, on dieorks,

and system resiliency for the many-core system.
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1. Introduction

Moore’s Law continues with technology scaling, imyng
transistor performance to increase frequency, asing
transistor integration capacity to realize compdeghitectures,
and reducing energy consumed per logic operatiorkeep
power dissipation within limit. Advances
technology, such as rich multimedia applicationd am time
systems, exploited this performance explosion,vdehg end
users with higher productivity, seamless internamtinectivity,
and even multimedia & entertainment. The technokoggdmill
will continue, providing integration capacity of llmns of
transistors; however, with several fundamentaliber[1]. In
this paper, we will examine some of the barrieraysvto get
around them, how it changes the landscape, andthevuture
advances in technology, architecture, and softwalte¢pgether
could help continue this treadmill.

2. Is Multi-Core enough?

Integration capacity of billions of transistors &tsi today, and
will double every two years. This trend is shownFigure 1,
starting from 2001 with 130nm technology generatiaith a
300mnf die capable of integrating one billion transistors

Assuming about half the die area being allocateddgic, and

the other half for large memory arrays such asescthe trend
shows that by 2015 you will have 100B transistora.®00mrh

die, with almost 1.5B transistors available foritogrhe logic

transistors tend to be larger than transistoriénmiemory, take
larger space, and consume more power.

How will you employ these logic transistors to uef
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performance? The evolutionary approach is to castitoday’s
trend with a few large processor cores, each ermmmo20 to
100 million logic transistors, and a large sharache.
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Figure 1: Transistor integration capacity

Performance increase by microarchitecture alog@verned by
Pollack's Rule, which states that performance iasee is
roughly proportional to square root of increaseamplexity. In
other words, if you double the logic in a processore, then it
delivers only 40% more performance—as evidencedllbtha
leading processors in the past as shown in Figurk glots
integer performance increase of new microarchitestagainst
area (power) increase from the previous generation
microarchitecture, in the same process technology.
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Figure 2: Pollack's Rule

A multi-core microarchitecture, on the other hands potential

to provide near linear performance improvement with
complexity and power. Two smaller processor cdresead of a
large monolithic processor core, can potentialtyvjiie 70-80%
more performance, as compared to only 40% fromrgela
monolithic core. Multiprocessors have several othemefits as



well: (1) each processor core can be individuallsnéd on or
off, thereby saving power; (2) each processor carebe run at
its own optimized supply voltage and frequency; €8kier to
load balance among processor cores to distribuiedwoss the
die; and (4) can potentially produce lower die temapures
improving reliability and leakage.

As technology scales further, transistor perforneamgll not
increase at the historic rates, due to excessitetrseshold
leakage current, and supply voltage scaling slovdagn [1].
Taking these effects into consideration, Figure siineates
power consumption of a 300rprocessor die.
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Figure 3: Frequency and Power Consumption

Notice that such a multi-core die will consume ain@,000
watts of power, which is unreasonable. Therefoeneed to go
beyond multi-core, and apply Pollack’s rule to #hdreme to
deliver compute performance in a reasonable pomezlepe.

3. From Multi—to Many-Cores

Therefore, business as usual is not an option.cémmot simply
follow the path of multi-core evolution, integraginmultiple
complex cores on a die. Instead, we propose thatinjegrate
lots of smaller cores. Each small core delivers elow
performance than a large complex core; however, ttial
compute throughput of the system is much highdolasws.

If you have 1B logic transistor budget, insteadntégrating 10
large 100M transistor cores, we propose to integrd®0
medium 10M transistor cores, or even 1,000 smalltfevisistor
cores. Applying Pollack’s rule inversely, performanof a
smaller core reduces as square-root of the size,pbwer
reduction is linear, resulting in smaller perforramegradation
with much larger power reduction. Overall, the caomep
throughput of the system, on the other hand, isg®dinearly
with the larger number of small cores.

A many-core system on a die does not necessarilg ha be
symmetric or homogenous. An asymmetric system nzase la
few large cores to deliver higher single-threadqremrance, but
will predominantly have large number of small cores
heterogeneous system may even integrate diverseiabpe
purpose cores for hardware acceleration, e.g. graghgines.

Figure 4 illustrates such a heterogeneous manysystem with
general purpose cores (GP), and special purposes d&P),
each core having local cache memory, and all cooesected
together with an on-die interconnection network.
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Figure 4: lllustration of a Many Core System

4. Performance of a Many-Core System
Although it is true that a many-core system williggr higher
compute throughput than a multi-core system forshme die
size and in the same power envelope, it may becdliffto
harvest the performance. The limitation is AmdahBsv, which
states that the parallel speedup is limited bysemeal code in a
program:

Parallel Speedup = 1/(Serial% +(1-Serial%)/N)
If the serial percentage in a program is largen tiparallel
speedup saturates with small number of cores. Eigbr

illustrates impact of serial percentage of code parallel
speedup.
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Figure 5: Amdahl's Law limits parallel speedup

Notice that even 7% serial code impacts paralletedpp

adversely with diminishing return beyond 16 comsljvering

the performance of only 8 cores, thereby limitinglécation of

inverse Pollack’s rule up to only 16 cores. Thisitation is true
if only one application is running on the systemaay given

time, and you try to parallelize a single applicatacross all the
cores. In practice there are multiple applicatiamsning, each
with multiple tasks and multiple threads, and thiusre exists
opportunity to harvest the performance of a mamg sgstem.

To explore this concept further, consider threéesgs on a chip
comprising 1: 12 large (60MT) cores, 2: 48 mediutBMT)

cores, and 3: 144 small (5MT) cores, all of therthwhe same
amount of total cache, and all of them in the sawowver
envelope. Figure 6 compares their relative perfocea
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Figure 6: Performance of Large, Medium, and Small @res

Small core is 12 times smaller than the large céng, its
performance is only about a third of the large coretal
throughput of the small core system (TPT), howeigmuch
higher than the large core system. If you parakelione
application for a 12 large core system and a 14Allsoore
system then the small core system performs poagyexpected
from Amdahl’s Law. Notice that as the number of laggtions
increase, total system performance of medium anall store
systems increase. Therefore, to harvest the pesfuren of a
many-core system, we cannot just depend on paraiigl a
single application, but must utilize task level amgplication
level parallelism.

5. Power and Energy

So far we have discussed how to maximize compute
performance using many-cores, using hundreds orn eve
thousands of small cores. Now we discuss how tihditsystem

in an affordable power envelope.

The best lever to reduce power with minimal impact
performance is to use voltage scaling. Applyingagé scaling
indiscriminately to the entire system would lowaeywer, but
may not be optimal. Instead we propose to explatfact that
there are hundreds to thousands of cores, andaesehcan be
voltage scaled individually, thus employing fineaigr power
management. Individual cores can be voltage anquéecy
scaled to any arbitrary voltage and frequency ia plossible
range, but this could be difficult and cumbersoréferent
cores running at different voltages and frequenowld create
asynchronous interfaces, adding latency, metalgyaband
would require complex power delivery system.

Vdd, and 0.7xVvdd

Figure 7: Fine grain power management
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We propose a much simpler method of fine grain powe
management illustrated in Figure 7. A core operatesne of
the two frequencies: f and f/2, where f is the maxn
frequency of operation. When a core operates atitf/2ses
lower voltage, say 0.7xVdd, thus consuming only 26f4he
maximum power. Idle cores could be turned off teesi@akage
power. Thus you need only two supply voltages, sieep
transistors [2] in each core to select a supplytagd, and a
frequency divider in each core to select the fregyeof
operation. Since the number of cores is large, ¢bégse grain
power management of a core enables fine grain power
management of the entire many core system, witly omb
supply voltages, simplifying design and power deiy

If all the cores were operating at half the frequethen the
power consumption would be approximately 200W. &fae,
we estimate power consumption of about 300W fop@n?
die, or 100W for a 100mhdie, fitting in the affordable power
envelope.

6. Design Considerations

Since a core should be capable of operating at ehnmwer
voltage, it warrants careful design practices.hia past, designs
had to operate at the highest possible frequendgeliwer high
performance, but not anymore; it's the system parémce that
matters. Hence, design styles, such as domino,ledich are
power hungry and do not scale well with voltagewtionot be
employed. Instead, simple and robust static CM@&:Javhich
consumes much lower power, must be used. Large myemo
arrays such as caches and register files tend tebsitive to
lower voltages too, often due to design tradeaffitrease their
density. These arrays will have to be designeddbustness for
low voltage operation, sacrificing some density.

7. On die network

The backbone of the many-core system is the netwarkhe
chip, connecting all the cores together, and cagrynemory
and 10 traffic. In a shared memory system, thisvoek carries
cache coherence traffic to keep caches coherenichwis
bandwidth intensive and latency sensitive. Thevaskt can be
a ring [3] or a higher dimensional network suclaasesh [4] to
reduce latency. It is typically implemented as akga switched
network carrying packets buffered at each node.
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Figure 8: Network power estimate

These packet switched networks tend to be powemgryun
consuming almost 500mW of power at each node. Asgum



even narrow 4 byte wide links, 4 per core, with 1Mdhall
cores, Figure 8 shows estimated network power foaay core
die, confirming that the network power is substnti

Power management in the network is difficult, it mpractical,
because any power management technique, suchcksgelting

or sleep-states, incurs wake up latency, impactygtem
performance. On the one hand, smaller cores givehygher
throughput performance in the same power envelope a
discussed before, but on the other hand, it alsceases the
number of network nodes, increasing the network gyovA
careful study of the system power and performaaaeetcessary

to balance the size of the core, and the numbeorass.

8. Memory Bandwidth

A many core system with thousands of cores will @eth100’s

of GB of memory bandwidth, and a traditional memory
subsystem solution is not sufficient. A memory bdscircuit
consumes ~25mW/Gbps, and consequently a memorglbos
would consume about 25W to deliver 100GB/s memory
bandwidth, which is excessive. The 10 circuits egpl
sophisticated signal processing techniques tonatiegh data
rate, consuming much of the power. If the bus lesgare
somehow made substantially smaller, say a fewmelers, then
the buses behave like lumped capacitor, rather than
transmission lines, and the 10 circuits would caonsu
substantially lower power, of the order of 1-2mWGh
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Figure 9: Three dimensional interconnect with stacing

A three dimensional integration (3D) of a memorythwi
processor is a potential solution, where a thinmedhory die is
placed between the processor and the package if#alS and
power to the processor are routed through the medierusing
through silicon vias, as shown in Figure 9 & Figlife

Heat-sink Through Sijlicon Via (TSV)

Package
Figure 10: Assembly of 3D memory
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This 3D integration of memory will consume onlyeavfwatts of
10 power, and provide substantial memory bandwitththe

many-core system. Of course, architecturally, #uds another
level of memory hierarchy and needs further attenti

9. Resiliency

As technology scales further, variations becomemgment [5].

Chips will encounter dynamic variations of suppbitage and
temperature; frequent and intermittent soft-errorand

transistors that slowly age and degrade over tidegrading
circuit performance [6]. Despite these difficultiesers expect
the system to remain reliable and to continue tivelethe rated
performance. This challenge will undoubtedly reguér major
paradigm shift in all aspects of VLS| design—fabiiica,

design, microarchitecture, testing, software, apglieations.

Many-cores, with hundreds to thousands of coresvigeo
resiliency to combat this problem.

Many-cores in a system will provide redundancy wsihare
cores, and functional redundancy checking emplogtda
coarse-grained level. For example, one core coudttlc results
produced by several cores; of course, softwareamptications
will have to support this concept whenever possidfe could
distribute test functionality as a part of the heace to
dynamically detect errors, or to isolate and cdriging and
faulty cores, by replacing from the spare cores.

This microarchitecture strategy, with many-coresagsist in
redundancy, is called resilient microarchitectdtecontinually
detects errors, isolates faults, confines fauksonfigures the
hardware, and thus adapts. If we can make suatat@gy work,
there is no need for one-time factory testing ankin, since the
system is capable of testing and reconfiguringlfitee make
itself work reliably throughout its lifetime.

10. Conclusion

The many-core architecture with hundreds to thodsarf small
cores delivers unprecedented compute performanceann
affordable power envelope. Fine grain system power
management, an optimized on-die-network, and 3D omgm
technology are vital, and a many-core system alsaviges
resiliency to combat variability and reliability.
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