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ABSTRACT
Moore’s Law scaling is continuing to yield even higher tran-
sistor density with each succeeding process generation, lead-
ing to today’s multi-core Chip Multi-Processors (CMPs) with
tens or even hundreds of interconnected cores or tiles. Un-
fortunately, deep sub-micron CMOS process technology is
marred by increasing susceptibility to wearout. Prolonged
operational stress gives rise to accelerated wearout and fail-
ure, due to several physical failure mechanisms, including
Hot Carrier Injection (HCI) and Negative Bias Tempera-
ture Instability (NBTI). Each failure mechanism correlates
with different usage-based stresses, all of which can even-
tually generate permanent faults. While the wearout of
an individual core in many-core CMPs may not necessarily
be catastrophic for the system, a single fault in the inter-
processor Network-on-Chip (NoC) fabric could render the
entire chip useless, as it could lead to protocol-level dead-
locks, or even partition away vital components such as the
memory controller or other critical I/O. In this paper, we
develop critical path models for HCI- and NBTI-induced
wear due to the actual stresses caused by real workloads, ap-
plied onto the interconnect microarchitecture. A key finding
from this modeling being that, counter to prevailing wisdom,
wearout in the CMP on-chip interconnect is correlated with
lack of load observed in the NoC routers, rather than high
load. We then develop a novel wearout-decelerating scheme
in which routers under low load have their wearout-sensitive
components exercised, without significantly impacting cycle
time, pipeline depth, area or power consumption of the over-
all router. We subsequently show that the proposed design
yields a 13.8×-65× increase in CMP lifetime.

Categories and Subject Descriptors
B.4.3 [INPUT/OUTPUT AND DATA COMMUNI-
CATIONS]: Interconnections (Subsystems); B.8.1 [PER-
FORMANCE AND RELIABILITY]: Reliability, Test-
ing, and Fault-Tolerance
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1. INTRODUCTION
The continuous aggressive miniaturization of CMOS fea-

ture sizes and the resulting increase in transistor density
has recently sparked the multicore era. Architects have har-
nessed this increasing supply of transistors, resulting in the
design of parallel systems, including Chip Multi-Processors
(CMPs) [15]. In these systems, the on-chip interconnect,
typically organized as a Network-on-Chip (NoC) [10], plays
a vital role in enabling communication among the various
on-chip computational, memory and peripheral components,
as illustrated in Figure 1. Unfortunately, deep sub-micron
CMOS process technology is marred by increasing suscepti-
bility to wearout, dramatically shortening the useful lifespan
of such on-chip parallel systems. Recent ITRS reports in-
dicate a 10-fold decrease in wear-rate will be required to
maintain current design lifetimes without dramatically in-
creasing timing margins [17]. As we will illustrate, wearout
does not affect all components equally; wear of the cores
can often be managed, while wear of the NoC interconnect
can be catastrophic. Furthermore, we will show that wear
in the NoC is highly dependent upon the actual operational
stresses caused by real CMP workloads. In this work, we
develop techniques to proactively maintain the CMP NoC
in the face of workload-dependent wear, and hence improve
the overall functional lifetime of the CMP as a whole.

Two key operational stress-induced wear mechanisms in
current and future CMOS technology are Hot Carrier In-
jection (HCI) and Negative Bias Temperature Instability
(NBTI) [27]. Both HCI and NBTI lead to a shift of the
transistor’s threshold voltage, eventually leading to switch-
ing delay and critical path degradation [18]. Though these
effects do not result in circuit opens or shorts, over time they
can cause critical path timing violations. Given equivalent
supply voltage and temperature, HCI and NBTI degradation
are primarily dependent upon the time transistors have been
operating under stress. These types of stresses are primarily
data- and usage-dependent, in terms of the activity factor
(i.e., the fraction of cycles in which a transistor switches)
and duty cycle (i.e., the percentage of time the gate’s volt-
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Figure 1: A 64-core CMP interconnected with an 8 × 8 2D
mesh NoC. Components marked with a black × illustrate
wearout failure. The failure scenarios are as follows: (1)
failure of cores; (2) peripheral device disconnected from the
system due to link failure; (3) network segmentation result-
ing in a disconnected sub-network; (4) individual link failure.

age is held at a constant zero), respectively, of the gates in
typical CMOS logic circuits.

Figure 1 illustrates a CMP exposed to wearout failures
in various of its components. As prior work would indicate,
individual core wearout and failure need not be catastrophic
to the functionality of many-core CMPs due to the inherent
core redundancy that a CMP implies [19, 9, 34, 29, 23, 16].
With increasing numbers of cores, a proportionally smaller
portion of the overall system’s required throughput is de-
pendent upon each individual core. The component failure
scenario (1) of Figure 1 shows this case. Failure caused by
wearout of some cores need not result in full-system failure.
Instead the system could suffer some performance loss while
preserving correct functionality, assuming core-level error
detection and appropriate system support is available [9,
34, 29, 23, 16].

For the NoC interconnecting the cores, however, the as-
sumption of redundancy-based wear resilience breaks down,
(c.f., component failure scenarios (2), (3) and (4) of Fig-
ure 1). Scenario (2) illustrates the case where a wearout-
induced link failure precludes access to a key I/O peripheral,
while in scenario (3) link and router wearout has partitioned
away a large fraction of the network, making those cores and
I/O components inaccessible from the rest of the system. In
both cases, wearout is catastrophic, in that the system will
likely be rendered unusable due to these failures, unlike the
core wearout in scenario (1) discussed earlier. Even scenario
(4), in which a single link is broken due to wear-induced fail-
ure, might lead to a communication protocol-induced dead-
lock(s), or subnetwork isolation, if the network is not provi-
sioned to address wear-induced failures.

Prior work has proposed various fault-tolerant routing al-
gorithms and fault-insensitive router and link designs in an

attempt to manage faults as they occur [38, 32, 12, 6, 5,
11], however, network isolation and key resource partition-
ing cannot be fully resolved using only such reactive tech-
niques. Ideally, one would prefer to develop proactive mech-
anisms to extend the healthy status of the system without
failure, rather than react to the faults once they occur. Such
proactive mechanisms could be coupled to the reactive mech-
anisms, in the hopes that the latter would be required less
frequently as faults in the system would occur less frequently.

In this work we present such a proactive technique, de-
signed to decelerate the effects of aging in the NoC of a
CMP. Based upon detailed HCI and NBTI transistor-level
aging models, we develop a novel, critical path-based model
to characterize the effects of aging-related wear. Based upon
this model we analyze the NoC router microarchitecture
to find the paths most susceptible to wearout. Using real
workloads from the PARSEC benchmark suite [7], we char-
acterize various wearout mechanisms that map onto those
paths. Finally, we develop a wearout-resistant router micro-
architecture which prolongs circuit lifetime through targeted
mitigation techniques with negligible influence on the router’s
timing, pipeline, CMOS area requirements, and power con-
sumption. This proposed technique yields a 13.8×-65× in-
crease in CMP lifetime.

This paper provides the following contributions:

1. Generalized, microarchitecture-level (rather than device-
level) HCI and NBTI wearout-induction models.

2. Characterization of NoC router and link wearout due
to HCI and NBTI under real workloads from the PAR-
SEC benchmark suite [7].

3. A novel wear-resistant router microarchitecture which
dramatically improves interconnect lifetime, and hence
full-system survivability in the presence of both HCI-
and NBTI-wearout mechanisms.

This paper is organized as follows. Section 2 examines
existing transistor-level models for HCI- and NBTI-induced
wear. Next, Section 3 examines the sensitivity of the router’s
critical path to wear by analyzing the activity and duty cy-
cle of its critical path, and characterizes the router’s wear
caused by the behavior of real application workloads. Based
upon these wearout models, Section 4 then develops a circuit
path delay model for workload stress-induced wear. Sec-
tion 5 proposes a novel router microarchitecture to improve
the lifetime of NoC routers under realistic workloads, while
Section 6 evaluates the proposed design. Finally Section 7
presents prior related work, while Section 8 concludes.

2. BACKGROUND
Prior research shows that the two dominant CMOS tran-

sistor physical failure mechanisms are Hot-Carrier Injection
(HCI) and Negative Bias Temperature Instability (NBTI) [26].
Under both failure mechanisms charge becomes trapped in
or near the gate oxide resulting in a slow increase of the
transistor threshold voltage (Vth). This in turn causes the
delay in transistor state switching to expand.

In traditional synchronous circuit CMOS designs, the clock
frequency of a given design is determined by the circuit path
which exhibits the longest latency between its end latches,
within a given system design. This critical path comprises
a chain of connected gates between latches. As HCI- and
NBTI-induced aging progresses, it gradually extends the de-
lay of each gate found in this chain, slowing down the en-
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Figure 3: HCI and NBTI stress time windows for a CMOS inverter.

tire critical path. In modern CMOS designs, due to this
age-induced slow-down, and other causes, such as process
variation [20], designs are given timing guard-bands so as to
guarantee their intended functionality for a certain duration
of time [2]. Once the aggregate increase in delay along a
timing-critical path exceeds this guard-band, due to the ag-
gregation of increasing delays occurring in individual gates
along this path, the functionality of the system is no longer
assured. The moment at which this timing violation first
occurs determines the system’s useful life span. Of course,
HCI and NBTI impact all transistors in the design (not only
those in the critical path), however, those on the critical path
are more likely to exceed the guard-band causing a critical
failure.

In this section, we first describe the impact of these ag-
ing mechanisms upon Vth using transistor-level analytical
models. We then examine a number of specific NoC router
critical paths which are most susceptible to these aging ef-
fects, since they determine the system’s clock rate.

2.1 Failure Mechanisms
Design rules and operating conditions are precisely chosen

to ensure correct product functional operation over its in-
tended lifetime [22]. To obtain a given level of performance,
when utilizing an integrated circuit, under various design
constraints, it becomes imperative to create and analyze the
reliability model of the digital system under consideration
and design.

As previously discussed, the HCI and the NBTI mecha-
nisms do not induce failures, rather they shift parameters
over time under circuit operational stresses. The Reaction-
Diffusion (R-D) model uses the threshold voltage (Vth) shift
as a proxy of NBTI and HCI stress [37]. The Vth shift causes
transistor delay degradation according to the Alpha Power
Law [31]:

dg ∝
Vdd

µ(Vdd − Vth)α
(1)

where dg is the transition delay, µ ∝ T−1.5 (T being Tem-
perature) and α = 1.3.

Lifetime can be defined as the time until an important
material of a component or device parameter degrades be-
yond the point at which the device or circuit can function
properly in its originally intended application. For a single
gate, when ∆Vth reaches some level (in practice, it is usually
10% [37]) the transistor is considered to be over-aged. For
the multi-gate path, the cumulative transistor delay shift
increases faster than a single gate’s worst-case delay degra-
dation. Therefore, a total gate delay shift over the entire

path, when its value reaches or exceeds the 10% threshold
mark, can serve as a lifetime period indicator.

Figure 2 shows a typical CMOS inverter, indicating the
failure mechanisms associated with each type of transistor:
HCI affects both the nMOSFET and pMOSFET transistors,
while NBTI affects only the pMOSFET transistor (note that
PBTI is the complement of NBTI and affects nMOSFET
transistors only, however, its effect is generally considered
to be much smaller than that of NBTI ). The following sub-
sections present a device parameter degradation model that
captures the HCI and NBTI wearout effects.

2.1.1 Hot Carrier Injection (HCI):
Hot Carrier Injection (HCI) is a wear-out mechanism which

occurs when carriers flow along the channel in MOSFET
transistors and gain sufficient kinetic energy to be injected
into the gate oxide resulting in a charge trap and inter-
face state generation. This leads to a gradual transistor
parameter shifting, including switching frequency degrada-
tion, rather than causing an immediate failure event [18].

A substrate current-based (Isub) model is commonly used
to estimate the effect of HCI. Prior work shows that the
transistor threshold voltage shift due to HCI under DC stress
is

∆Vth HCI |DC = A(Isub)
mtn

′
stress, (2)

where A is the material-dependent parameter, tstress is the
stress time, and n′ andm are technology-related exponents [22,
18].

According to the Alpha Power Law (1), the delay of a
transistor depends linearly on threshold voltage for small
shifts, so the gate delay shift can be expressed as

∆dg HCI |DC = Â(Isub)
mtn

′
stress, (3)

where Â is a fitting constant.
The lifetime of a device exposed by a direct HCI effect is

[18]

TTFHCI |DC = AHCI (Isub)
−N′

e

(
EaHCI

kT

)
, (4)

where EHCI is the apparent activation energy, Isub is the
substrate current under stress at VG = VD, T is the run-
time temperature, k is the Boltzmann’s constant, N ′ is the
technology-related exponent, and AHCI is a fitting constant.

HCI stresses the device only during dynamic transitions
when current flows through the device. Figure 3 shows volt-
age waveforms of a standard CMOS inverter. The pMOS-
FET transistor suffers HCI stress when the output of the
inverter is pulling-up and C0 is charging up (see Figure 2).
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The nMOSFET transistor experiences HCI degradation dur-
ing the reverse dynamic stage, when the output of the in-
verter is discharged to the ground (low-voltage level) [22].
Thus, each of the CMOS transistors experiences degrada-
tion only during half of a switching period, and hence the
relation between HCI stress time tHCIstress and run-time t can
be derived as

tHCI stress = dgfαSAt, (5)

where dg is the transition delay, αSA is the switching activ-
ity, and f is the clock frequency.

Since HCI stress occurs during the device turn-on and
turn-off periods, the impact of HCI under AC stress can be
extracted from equations (3) and (4) using (5)

∆dg HCI |AC = A(Isub)
m(dgfαSAt)

n′
, (6)

And finally, the last equation is transformed into a relation
for HCI lifetime

TTFHCI(T, αSA)
∣∣
AC

= AHCI
1

dgfαSA
(Isub)

−N′
e

(
EaHCI

kT

)
.

(7)
This relation shows that the lifetime of a transistor due

to HCI is inversely related to the switching activity αSA of
the gate input. Hence, frequent switching, such as shown in
Figure 3a, not only increase the dynamic power consump-
tion, but also speed-up the aging effect, whereas a gate with
less frequently occurring transitions, as shown in Figure 3b,
will experience lighter HCI-induced aging.

2.1.2 Negative Bias Temperature Instability (NBTI):
Negative Bias Temperature Instability (NBTI) is a wear-

out effect that influences pMOSFET transistors as long as
they operate in inversion (i.e., a “0” voltage on the input of
an inverter, as shown in Figure 2). Thus the data-dependent
stress caused by NBTI is very different from that of HCI,
which is under stress during voltage level switching. NBTI
changes the pMOSFET transistor parameters over time. In
particular, it leads to an increase in the threshold voltage
(Vth), as well as a reduction in the drive current due to
charge carrier mobility degradation. As with HCI, NBTI
does not result in complete circuit failure, but rather in cir-
cuit speed degradation. JEDEC reports that process tech-
nology scaling will lead to a larger NBTI-induced threshold
voltage in pMOSFET transistors [18]. It has been reported
that, unlike HCI, some degree of recovery from NBTI degra-
dation can occur in the event that a relaxation period occurs
after the stress period [18, 22, 37].

We use the AC stress model for NBTI degradation un-
der high-frequency CMOS operation, as proposed by Lu et
al. [24], which provides a theoretical upper bound estimation
of the NBTI effect in terms of time as

∆Vth NBTI = A

(
β

1− β

)n
tne

(
−nEaNBTI

kT

)
, (8)

where EaNBTI is the apparent activation energy, T is the
run-time temperature, t is the operating time, k is Boltz-
mann’s constant, n is the time exponent, and A is a fitting
constant [24].

According to the Alpha Power Law (1), the first-order
gate delay can be approximated as a linear function of the
threshold voltage. Hence, the gate delay shift can be ex-

pressed as

∆dg NBTI = Â

(
β

1− β

)n
tne

(
−nEaNBTI

kT

)
. (9)

The lifetime of a single transistor under AC stress can be
derived from (9) as

TTFNBTI =

[
ANBTI

(
1− β
β

)n
e

(
nEaNBTI

kT

)]1/n
. (10)

Thus, lifetime degradation due to NBTI depends on the
duty cycle of the input signal. Transistors which with a
smaller duty cycle, such as the duty cycle shown in Fig-
ure 3a in comparison to the duty cycle shown in Figure 3b,
experience a slower degradation rate.

2.1.3 HCI and NBTI failure mechanism analysis:
It may first appear that a technique which improves de-

vice lifetime by decreasing NBTI must come at the cost of
a comparable degradation caused by HCI-related wear (and
vice-versa). We note, however, that the activity factor αSA
is not the inverse of duty cycle β; when β is large, it is
possible to make a substantial change to β without propor-
tionally impacting αSA. Furthermore, because of the 1

(1−β)
term in Equations 8 and 9, large βs tend to have a dispro-
portionate impact on aging-related slow-down. Even a small
improvement in the value of β can therefore have a substan-
tial positive effect on the overall device lifetime (especially
when β is relatively large).

2.2 Router Microarchitecture
The canonical NoC virtual channel router was proposed

by Peh and Dally [28]. Its block diagram is shown in Fig-
ure 4a. The major building blocks of this NoC router are
input channels, a crossbar (switch), and the control logic
which includes the switch and virtual channel allocators.
When used in a 2-D Mesh NoC architecture, typically five
input and output channels, p, are used to connect its four
immediate neighbors at the cardinal points, and its local pro-
cessing element. An input channel is composed of a given
number of virtual channels (VCs), each of which includes
registers to keep track of their statuses, and buffers to store
flits (flow-control units, a logical fixed-segment of a packet).
The routing units also examine flits found in the input chan-
nels to determine the next-hop direction packets should take
(i.e., the east, west, north or south directions). The VC allo-
cator assigns a free VC at a downstream router to a head flit,
the first flit of a packet. If the head flit successfully obtains
a VC, it competes with any other flits destined to the same
output port during switch allocation. Body and tail flits in
the same packet skip the routing and VC allocation stages,
and directly proceed to the switch allocation stage. Once
switch allocation is complete, the flit traverses the crossbar.

Our baseline router performs both VC and switch alloca-
tion during the same cycle by speculatively allowing a packet
to compete for the switch while it is still competing for a free
VC at the downstream router [28]. Figure 4b shows the base-
line router pipeline. Flit decoding and routing computation
are done in Stage 1. The combined VC and switch (SW)
allocations are done in Stage 2. In Stage 3, flits traverse the
crossbar.

NBTI and HCI both slow transistor switching, thus, the
damage from the circuit aging first takes place where timing
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(a) Router Block Diagram

(b) Router Pipeline Stages

Figure 4: Baseline Router

is most critical. To determine the critical path of the base-
line router, we adapted our baseline RTL from the publicly
available router RTL model designed by Becker [4]. This
RTL model was synthesized using Synopsys Design Com-
piler and mapped to TSMC 45 nm standard cell library to a
1 GHz frequency. All critical paths with slack less than 10%
of the clock frequency were gathered using Synopsys Design
Vision and analyzed off-line.

The results of this analysis are highlighted in Figure 4b.
We found that all timing critical paths (i.e., those within
10% of the 1 GHz clock frequency), pass through the VC
and switch (SW) allocators. These results correspond well
with prior research [28]1. The utilization of the allocators is
closely related to the router’s incoming rate, or the number
of flits traversing the given router per cycle, because the
allocators are enabled by the input channel which sends the
request signal to the allocators when it has flits to forward.
As the critical path is initiated by the request signal, the
wire activity along the path is dependent upon how often
the request signal is set, which in turn is determined by the
workload’s utilization of that router. We therefore expect
that the stress time for HCI and NBTI, which are closely
related to the activity factor and the duty cycle, thereby
should be also closely correlated to the router’s utilization.
In the next section, we perform an in-depth study on the
impact of typical CMP workloads on the router’s critical
path in terms of activity factor and duty cycle.

1Note: Some prior work highlights the credit return path
as a critical path within the router; in our experiments as-
suming 6 mm links between routers we found that the credit
return path was not on the critical path. With longer links,
however, the return path might become critical requiring
further analysis.
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3. ROUTER WEAR CHARACTERIZATION
To examine the sensitivity of the router’s critical path to

HCI and NBTI wear, we first analyze the activity of wires
residing in the baseline router under synthetic workloads.
The router has 5 physical channels, 4 VCs per physical chan-
nel, and 4 flit-deep buffers per VC. Dimension-order rout-
ing (DOR) is used. The network is designed to transfer
64-byte memory blocks where the link-width between adja-
cent routers is 128 bits, discounting any flow-control signals.
Hence, if a packet includes such data it is composed of 5 flits
(1 head flit containing routing information and meta-data,
and 4 data flits), otherwise, it is composed of only 1 head flit.
The workload is generated with an arbitrary injection rate,
maintaining a 50-50% proportion of 1-flit and 5-flit packets.
As described in Section 2.2, all paths from the post-synthesis
router model with 10% or less slack relative to the 1 GHz
clock frequency, were examined. In particular, information
about the activity factor and duty cycle of all wire nodes
along each critical path under these workloads was retained
for analysis.

3.1 Impact of Workload upon Router Activity
Factor

HCI is proportional to the activity factor of the intercon-
nect NoC wires, such that a higher activity factor results to
an accelerated (higher) aging rate (refer to Section 2.1.1).
Figure 5a shows the histogram of activity factors of the wires
on the critical paths of an NoC router with respect to vary-
ing incoming rates. The first observation we make is that
the nodes have a quite low activity factor, the vast majority
switching less than 10% of the time (activity factor of 0.1).

Intuitively, the higher incoming rate should cause a corre-
spondingly higher activity factor. This implies that a router
experiencing traffic from an application that injects more
frequently ages at a faster rate. Hence, it is desirable to
reduce (or keep low) the incoming rate so as to improve the
longevity of the router. We find, however, the activity factor
does not appear to be very sensitive to the incoming rate,
in that it does not increase as much as the incoming rate
increases. For instance, even at the very high incoming rate
of 1.0 flits/cycle, the activity factors of most of the wires
remain at a relatively low value and only 7.7% of wires have
an activity factor greater than 0.1.

Without a priori knowledge of the router’s critical path,
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one might expect that the content of the data traversing
the network would also affect the activity of routers. Fig-
ure 5b shows the histogram of activity factor with various
data contents (percentage of logical zeros in each data-flit
vector) at a fixed incoming rate of 0.10 flits/cycle, to ex-
amine the router’s critical path activity factor sensitivity to
data content. As expected, the data content does not affect
the activity factor of the wires along the router’s critical
path.

3.2 Impact of Workload upon Router Duty Cy-
cle

NBTI is highly sensitive to the duty cycle of gates (see
Section 2.1.2). Figure 6a depicts the histogram of wires
along the critical path at a given duty cycle for different
incoming rates, in terms of flits per cycle. In the figure, the
width of each bin is 0.05; hence bin[0] shows the percentage
of gates with duty cycle in the range of [0, 0.05) and so on.
In general, the majority of gates fall into the duty cycle bins
near 0, 0.5 or near 1.0, regardless of the incoming rate. As
the incoming rate grows, the bins at the two ends of the
spectrum fall while the central part moves up, indicating
that increasing flit incoming rate causes less skew in the duty
cycle towards these extremes. Figures 6b and 6c magnify
the two ends of Figure 6a. To improve observability in these
figures we use a narrower bin width of 0.001. With the
increased resolution we note that higher incoming rates have
a great impact on duty cycle at these extremes, reducing the
percentage of wires along the critical path with the highest
and lowest duty cycle from ∼35% to near 0%.

The incoming rate’s effect on duty cycle causes notable
differences in NBTI’s impact upon gate delay. As shown
in Equation (9), there is a non-linear relationship between
duty cycle and gate delay such that the gate delay shoots
up as the duty cycle gets closer to 1.0. Hence, for example,
having two gates in a given path with the same duty cycle
of 0.5, is better than having two gates with duty cycle of 0.0
and 1.0, respectively, in terms of the path-cumulative impact
of NBTI upon gate delay. The delay increase due to NBTI
from a single gate under a duty cycle of 1.0 alone will greatly
exceed the sum of delay increases from two gates, each with
a duty cycle of 0.5. Thus, it is preferable to have a higher
incoming rate, with more gates with duty cycles closer to 0.5,
than to have a lower incoming rate and gates that have duty
cycles closer to 1.0; although it is notably counterintuitive
that accelerated wear-out occurs when routers are under-
utilized. Based upon these observations we will next develop
a multi-gate delay model in Section 4.

We examined the router’s critical paths to determine why
these paths exhibited such a skewed duty cycle and low ac-
tivity factor (see Section 3.1). In the router, the longest
paths through the crossbar and VC allocators are primar-
ily concerned allocation corner-cases, such as multiple si-
multaneous incoming packets attempting to allocate a VC
with limited available VCs. These cases are relatively rare,
only occurring under highly loaded network conditions, thus
these control signals switch infrequently and have very poor
duty cycles when the NoC experiences low loads.

3.3 Workload Characterization
Having identified the per-router incoming rate to be a

critical workload characteristic that correlates with wear,
we now examine the router-to-router incoming rate vari-
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Figure 6: Histogram of duty cycle w.r.t incoming rate.

ance in realistic workloads. In this study, we use the PAR-
SEC benchmark suite as our workload, as these benchmarks
mimic a range of representative next-generation large shared-
memory multi-threaded programs for CMPs [7]. The di-
versity of the PARSEC benchmarks makes them especially
useful for this study, as they span a diverse range of emerg-
ing applications with varying on-chip communication spatio-
temporal characteristics. Specifically, with the PARSEC
benchmarks one observes different and varying behaviors in
the NoC’s packet (or flit) incoming rate, as will be outlined
next in detail.

The realistic workloads are generated from the gem5 simu-
lator [8] emulating a 64-core system executing multithreaded
programs in the PARSEC v2.1 [7] suite. Table 1 shows the
details of the system setup used in our simulations. We first
generate NoC traffic for each application for its Region Of
Interest (ROI). We then count the number of flits travers-
ing each router, to compute incoming rate of that router.
We note that the term incoming rate here is the number
of flits injected to a particular router, per unit time, rather
than the number of flits generated and injected to the net-
work as a whole. This includes the number of flits generated
by the router’s local processing element and the flits going
through or headed for the router. The reason for concen-
trating on the incoming rate temporal characteristics is that
the router’s critical path activity is highly related to the
frequency of flit arrival (see Sections 3.1 and 3.2).

Figure 7 depicts the average number of flits injected into a
router, shown by the solid bars, according to the aforemen-
tioned experimental setup, per unit time for each PARSEC
benchmark. The incoming rate at routers, on average, is
0.02 flits per cycle. It varies across the programs under ex-
amination ranging from 0.003 (x264) to 0.05 (canneal). The
average incoming rate also varies within the same applica-
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Cores 64 on-chip, in-order, Alpha ISA
L1 Cache 32 KB instruction/32 KB data, 4-way,

64 B lines, 3 cycle access time
MESI cache coherent protocol

L2 Cache 64 bank fully shared S-NUCA, 16 MB,
64 B lines, 8 way associative,
8 cycle bank access time

Memory 150 cycle access time, 8 on-chip memory
controllers

Network 8× 8 Mesh, X-Y routing,
4 VCs/port, packet length: 1 flit or 5 flits

Table 1: System Setup.

tion based on the cartesian location of the router, and the
variance is captured by the dark line over each bar. The bot-
tom of the line shows the incoming rate of the router which
handles the least traffic among the routers in the network
for that benchmark (min incoming rate), and the top of the
line denotes the incoming rate of the busiest router (max
incoming rate). Hence, the per-router incoming rate under
the PARSEC workloads actually varies between 0.0005 (min
of x264) and 0.085 (max of canneal). In Figure 7, “AVG” de-
notes the arithmetic means of the average incoming rate (the
bar) and the min and max incoming rates (the line) across
the entire range of benchmarks. “ALL” captures those three
incoming rates when the system runs all the benchmarks,
one at a time, sequentially.

In general, the average incoming rate seen at each router
is quite low, at 0.02 flits per cycle. Hence, HCI-induced
aging is not expected to contribute significantly to gate de-
lay under these workloads. Alternately, as discussed pre-
viously, a low incoming rate causes NBTI-induced aging.
Thus, routers running PARSEC workloads are exposed to
accelerated NBTI-induced aging due to their light traffic.
Furthermore, there is an observable high variance in their
spatially distributed network flit incoming rates, such that
some routers executing the ferret and x264 benchmarks ex-
perience even less than a 0.001 flits per cycle incoming rate.
We therefore, focus on NBTI aging in the remainder of this
study.
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Figure 7: Average flit incoming rate per router for the entire
range of the PARSEC benchmark suite (bars) and related
range of incoming values (lines).

4. PATH DELAY
In Section 2.1, we examined existing formulas character-

izing wear-induced transistor gate delay. While these equa-
tions accurately model the incremental breakdown of indi-

Figure 8: An example circuit path with multiple gates.

vidual gates, we observe that a single gate is only one com-
ponent of a particular critical path. Here, we derive formulas
to compare the relative lifetime of two systems that operate
under the same conditions, focusing on the microarchitec-
ture level. There are a number of delay models which take
into consideration the aging effect at the transistor level or
gate level, but few exist at the microarchitectural-level. Ul-
timately, to calculate the point at which gate delay compro-
mises timing along a particular path, one must examine the
cumulative increase in delay (delta-delay) along that path.
Here, we propose a method to compute the relative lifetime
of a path between latches, given the duty cycle of each gate
along that path.

We assume that a number of sequential gates comprise a
circuit path as shown in Figure 8. Along this path, the delay
increase due to the i-th gate with duty cycle βi at time t can
be expressed as:

∆di(βi, t) = ψ × tn ×
(

βi
1− βi

)n
(11)

where the constant ψ includes all other terms in Equation (9)
under the assumption that those will remain constant under
the same condition. The sum of delay increase along a path
with N gates at time t can be computed as:

∆d(t) =

N−1∑
i=0

∆di(βi, t) = ψ × tn ×
N−1∑
i=0

(
βi

1− βi

)n
(12)

A system is reliable as long as the ∆d(t) of the critical
path is smaller than the guard-band. Hence, we define life-
time, Tlifetime, such that ∆d(Tlifetime) < guardband. The
Acceleration Factor (AF ) is defined as the ratio of the life-
time of the system under consideration, Tlifetime(x), and a
reference system, Tlifetime(ref):

AF (x) =
Tlifetime(x)

Tlifetime(ref)
=


M−1∑
j=0

(
βj

1− βj

)n
N−1∑
i=0

(
βi

1− βi

)n


1/n

(13)

where βi is the duty cycle of the i-th gate on the critical
path of the system under consideration, and βj is the duty
cycle of the j-th gate on the critical path of the reference
system. In Equation 13, it is assumed that the number of
gates on the critical path of the two systems are N and M ,
respectively.

5. LIFETIME-EXTENDING ROUTER MICRO-
ARCHITECTURE

As Section 3 outlined, the aging process is incoming rate-
dependent along the critical path. The gate delay increases
and the timing constraints are violated along the critical
path first. A low incoming rate causes a biased duty cycle
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in the wires along the critical paths, because those paths
deal with allocation corner-cases which are rare unless the
load is very high. These biases accelerate NBTI, thus the
router requires an increased incoming rate to improve its
longevity. However, increasing the incoming rate artificially
yields other problems such as increased power consumption
and acceleration of the HCI effect. The duty cycle must
therefore be improved without increasing the activity factor
significantly. We note that, although duty cycle and ac-
tivity factor are related, it is possible to reduce duty cycle
of a node substantially without increasing the activity fac-
tor substantially, by infrequently changing the value of that
node. Hence we propose a method to exercise the critical
path, which improves the duty cycle while minimally dis-
turbing activity factor, improving NBTI without substan-
tially impacting HCI. The goals of the proposed mechanism
are: (1) to improve the duty cycle by allowing the circuits
to operate at a greater portion of their time in the “1” state,
without affecting the actual data values being transferred,
(2) to not change the state of the router, (3) to not worsen
the critical path timing, and (4) to not significantly increase
the activity factor.

Figure 9: Exercise logic (original hardware in gray, proposed
additional exercise logic in black).

Figure 9 illustrates the critical path of a baseline router,
along with our proposed modifications to reduce the wear-
out effects of NBTI. The gates and wires in black are our
additions to the baseline router. The critical paths in an
NoC router, as stated in Section 2.2, lie within the Virtual
Channel (VC) and crossbar allocation stages handled by the
router allocator. Each VC sends a one bit “Request” signal
to the allocator to reserve a VC at the downstream router,
and/or to bid for switch bandwidth at the crossbar so that
the crossbar can be traversed by competing flits. There are
p physical channels each of which has v virtual channels,
hence, there are p × v of such control bits in total. Each
“Request” signal must be sent with a p bit-width “Route”
signal giving the allocator the information as to where the
corresponding flit is destined (i.e., to which VC at a physical
port downstream). Hence, there are p × v × p bits for the
“Route” signal. Given the baseline NoC router described in
Table 1, this yields a total of 20 bits for Request and 100
bits for Route, or a total of 120 bits of critical path inputs.

We propose to balance the duty cycles of the critical paths
within the router through the allocators by injecting random
data. Figure 9 depicts how the proposed “exercise logic”
works for the “Request” signal. First, the “exercise mode” is

activated when there is no request from the input channels
to the allocator. This replaces the “Request” and “Route”
signals with a random vector which is generated by a ran-
dom number generator (“Random Gen”) in the same figure.
This random vector alters the duty cycle of wires along the
critical path within the allocators by simulating the various
allocation corner-cases which rarely occur in typical oper-
ation under realistic loads. This allows the duty cycle to
approach the theoretically optimal value.

The proposed “exercise mode” should not affect the router
functionality. Hence, it is enabled only when no packets re-
side in the input channels. Also, the random output from the
allocator should not propagate to the next pipeline stages,
such as the crossbar traversal stage. The states of the input
virtual channels, similarly, should not be updated with the
false output produced. Thus, the flip-flops (DFF’s in Fig-
ure 9) or latches between the allocator and the next stage,
are also disabled during the “exercise mode.”

In the effort to minimize the impact upon the timing,
and hence the clock rate, the random number generator
and all other mode selection logic are placed off the criti-
cal path. We merely add a MUX (multiplexer) along the
critical paths and an extra input into the DFF enable logic.
A post-synthesis timing report of the proposed router micro-
architecture indicates the delay increase is negligible. This
extra delay is so small that it will be absorbed by the chip’s
guardband. As the circuit is used for a longer period and
gets older, the additional circuit slows down the aging pro-
cess, and in turn, it slows the rate of delay increase along
the critical path. Therefore, adding this circuit is actually
beneficial to timing/clocking in the long-term.

We explore two efficient mechanisms to implement the
“Random Gen”component. First as a serial-update, parallel-
read LFSR (Linear Feedback Shift Register)2 and second as
a set of pre-defined vectors, randomly generated at design-
time. The LFSR is composed of a 128-bit register, and we
use the first 20 bits for the“Request”signal and the following
100 bits for the “Route” signal (eight bits are unused). The
taps of the LFSR are placed at 0, 2, 27 and 99th registers
such that it has the maximal length period. When “Ran-
dom Gen” is implemented as a pre-defined set of random
vectors, we generate a number of 120-bit random vectors
and store them in a small ROM within the router. The
quantity of random vectors is decided at design time and we
tested a range of such numbers at 1, 2, 4, 8, 16, 32, 64 and
128 entries. This number has implications on the circuit’s
energy consumption and lifetime which will be discussed in
Section 6.

In order to mitigate the impact on activity factor of the
proposed “exercise mode” input, we propose to rotate the
input vector once every pre-defined period of time. This is
feasible because the duty-cycle is insensitive to the frequency
of input vector rotation while the activity factor is linearly
related to it. We tested a range of rotation periods, of 8,
32 and 128 clock cycles. We explore the implications of
the period length on the circuit’s energy consumption and
lifetime in Section 6.

2Note, this is not a traditional implementation of an LFSR;
a typical serial-read LFSR was found to consume too much
energy to be practical for a random vector of this size.
The trade-off being the extra iterations required to achieve
pseudo-random data.

143



0

5

10

15

20

25

30

35

40

0 0.01 0.02 0.03 0.04 0.05

N
o
rm

al
iz
e
d
 L
if
et
im

e 
(A
cc
e
le
ra
ti
o
n
 F
ac
to
r)

Incoming Rate (flits/cycle)

baseline

16 ROM (8)

16 ROM (32)

16 ROM (128)

LFSR(8)

Figure 10: Normalized Lifetime (Acceleration Factor) for
router under a given synthetic incoming rate from 0.001
flits/cycle to .05 flits/cycle.

6. EVALUATION
In this section we first outline our experimental setup.

This is followed by a detailed exploration of the benefits
and costs of our proposed technique.

6.1 Experiment Setup
The baseline router, adapted from RTL code made pub-

licly available by Becker [4], contains three pipeline stages.
The detailed parameters of the router are listed in Table 1.
Its RTL code was modified to include the“exercise mode”de-
scribed in Section 5. It is synthesized using Synopsys Design
Compiler and mapped to a TSMC 45 nm technology library
at 1 GHz. We note that the added exercise circuit is largely
off the critical path (see Section 5); thus, router synthesis
produced the same clock frequency as the baseline router of
1 GHz. The critical paths were extracted using Synopsys
Design Vision. All paths with 10% slack were retained and
analyzed. The wire activity (activity factor and duty cycle)
along the paths are extracted with Synopsys VCS and an-
alyzed offline. The power consumption is evaluated using
PrimeTime.

The router is evaluated under both synthetic and real-
istic workloads. The realistic workloads are captured as
traces from the gem5 simulator [8] emulating a 64-core sys-
tem executing multithreaded programs from the PARSEC
v2.1 suite [7]. Table 1 summarizes the system configuration.
We compute incoming rate of each router in 8 × 8 mesh
network’s individually under X-Y DOR routing. The per-
router min, max and average incoming rates for each appli-
cation were calculated. These rates are then applied to the
synthesized router to extract the activity of its wires. For
both synthetic and realistic workloads, we execute the post-
synthesis models of both the baseline and proposed routers,
for 100,000 cycles, to measure the wire activity.

6.2 Experiment Results

6.2.1 Aging under synthetic workloads:
We first examine the potential gain in router lifetime of the

proposed technique versus baseline for a range of arbitrary
incoming rates. We also compare the two kinds of “Ran-
dom Gen” implementations. As previously discussed, the
per-router incoming rate under PARSEC workloads tends
to vary between 0.0005 (x264) to 0.085 (canneal). Figure 10
shows the normalized acceleration factor, calculated accord-
ing to Equation 13, versus the baseline router at the same

incoming rate. As explained in Section 4, the acceleration
factor gives the lifetime of the system under consideration,
normalized to the lifetime of the reference system. In Fig-
ure 10, “baseline” is the normalized lifetime of the baseline
router, which is always 1, while “16 ROM” and “LFSR” indi-
cate the cases when the “Random Gen” is implemented with
16-entry ROM of pre-defined random vectors and with the
LFSR, respectively. The number in parenthesis indicates
the vector rotation period in cycles.

Figure 10 shows, lifetime improves dramatically for the
routers with low incoming rates. Generally low incoming
rates cause a greater bias in duty cycle, and hence, more
room for the improvement, thus the greatest gains in life-
time occur with the lowest incoming rates. The ROM-
based “Random Gen” (“16 ROM (8-128)”) consistently out-
performs the LFSR method across all incoming rates. We
find that the “LFSR” is outperformed by the “16 ROM”
schemes by 2:1 across all incoming rates. The LFSR does
not generate as well-balanced, random, 120-bit vectors as
the pre-defined ROM. This is primarily because the serial
shift, parallel read design of our LFSR results in only one
bit of entropy for every 8 cycles in the “LFSR (8)”, while
the 16 ROM schemes result in a complete new value every
rotation period.

Figure 10 shows no significant difference in lifetime be-
tween the three different random vector rotation periods
(“16 ROM(8)”, “16 ROM(32)” and “16 ROM(128)”). An-
other parameter for ROM-base random vector generation
is the number of entries in the ROM. In Figure 10, results
shown are for ROMs with 16 entries (“16 ROM (8-128)”).
We tested ROM sizes between 1 and 128 entries to determine
the minimum size required to produce the desired increase
in lifetime (figure omitted for brevity). In general, lifetime
increases with the number of entries increases, however, at
16 entries (“16 ROM (8-128)”) the acceleration factor benefit
saturates. Thus, we use 16 entries with the longest period
(“16 ROM (128)”) for the remainder of this paper as this
design point implies the lowest overhead in terms of storage
per router and activity factor.
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Figure 11: Normalized lifetime of the network using the pro-
posed technique under realistic workload.

6.2.2 Lifetime under PARSEC workloads:
Figure 11 depicts the normalized lifetime of the network

using the proposed technique under PARSEC workloads.
The lifetime of the network is estimated by computing the
acceleration factor of the router with the minimum incoming
rate in the network, as it is the most susceptible to aging
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effects. The reference system is the baseline router receiving
the same incoming rate. For each benchmark, we evaluate
the normalized lifetime of the exercise logic using the two
different random data generation schemes, which are “16
ROM (128)” and “LFSR (8)”. The “16 ROM (128)” achieves
an average of ∼22× improvement in lifetime (bars marked
“AVG”). As expected, the proposed technique performs bet-
ter when incoming rate is low. Figure 7 shows “ferret” and
“x264” are the applications with the two lowest incoming
rates in the PARSEC suite. For those applications, the “16
ROM (128)” achieves a 53× and 65× lifetime extension, re-
spectively 3. Even when the average incoming rate is as
high as 0.05 flits per cycle (“canneal”), “16 ROM (128)” still
achieves the normalized lifetime of 13.8× due to the extreme
spread in per-router incoming rates from minimal to maxi-
mum seen in that application. The LFSR scheme achieves
about half of the lifetime improvement of the ROM scheme.

The bars designated as “ALL” denote a case in which the
system executes each of the applications sequentially one at
a time. In this case, the improvement becomes ∼ 28×. We
found that the execution times of “ferret” and “x264” are
the longest among the applications, and hence the incoming
rate is dominated by those two applications when the suite
is executed in such a way.

6.2.3 Activity factor:
One potential downside of a technique that decreases the

duty cycle along the critical path is that it could increase the
activity factor as well, resulting to potential HCI-induced
aging problems. Figure 12 shows the average activity fac-
tor along the critical paths at various flit incoming rates
for different router models. For the “baseline” router, the
activity factor is linearly proportional to the incoming rate
as the incoming flits are the only stimuli to the allocator.
In the modified routers, the activity factor also increases
as the incoming rate grows but it increases slightly more
rapidly than the “baseline” case. The growth of activity fac-
tor with respect to the incoming rate is more rapid at low
incoming rates, as the exercise logic has more opportunity
to become active. As the incoming rate increases and the
exercise logic misses opportunities to generate a new random
vector, the increase in the activity factor slows down. At in-
coming rates of 0.05 and above, “16 ROM (128)” effectively

3Note that 65× is greater than the normalized lifetime gain
shown in Figure 10; this is because the minimum incoming
rate of this application is less than the minimum value of
0.001 flits/cycle depicted in Figure 10.
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Rate (note: Y-axis scaled to provide detail).

matches the activity factor of the baseline router, implying
that the proposed technique should not significantly impact
HCI for highly loaded routers, where HCI could have a more
consequential impact. In Figure 12, “16 ROM (128)” shows
less activity factor increase than “LFSR (8)”, this is because
the rotation period is less for the LFSR technique; “LFSR
(128)” would result in a similar activity factor to “16 ROM
(128)”.

6.2.4 Power analysis:
An increase in activity factor in the allocators should be

expected to lead to additional dynamic power consumption
for the router. Further, the additional“exercise logic”should
also require additional static and dynamic power. Thus we
performed a power analysis of the baseline and proposed
router designs using Synopsys PrimeTime. Figure 13 shows
the power consumption with respect to varying incoming
rate for the different router models. As expected, router
power consumption increases as the incoming rate increases,
however, we find that the “16 ROM (128)” technique in-
creases the total router power by less than 1% across all
incoming rates. In part, this is because the allocator logic
in the baseline router only consumes 1.3% of the total router
power, and the additional “exercise logic” only increase the
area by less than 1% of the area of original router, limiting
the potential for power consumption increase.

7. RELATED WORK
Aging models for transistors have been extensively studied

since technology crossed the submicron border, which inher-
ently made the CMOS manufacturing process vulnerable to
run-time faults. NBTI and HCI are dominant wearout ef-
fects and have thus been more intensively studied [27]. Con-
ventionally, aging effects are studied under DC stress condi-
tions where it is easier to measure transistor parameters [18,
22, 25]. However, AC stress conditions are more realistic
for high-frequency long-term CMOS operation; hence works
such as those of [19, 36, 27] discuss such long-term models,
while other works introduce the relationship between DC
and AC stress conditions [37].

The newly emerging devices, such as multi-gate field effect
transistors MuFETs and FinFETs [3, 30] at 22 nm process
technology and below, have gradually become an object for
aging effects exploration. Wang et al. [37] make an attempt
towards presenting a unified aging model for the effects of
both HCI and NBTI. They derive models for double- and
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triple-gate FinFETs, for each of these aging effects, that
capture specific FinFET geometrical aspects.

Unfortunately, the vast majority of the reported models
lack important details, such as values for various constants,
measurement conditions, detailed explanation of parame-
ters, etc. Thus, it becomes fairly challenging to employ the
existing frameworks, in the context of microarchitecture, to
perform meaningful aging effect calculations

Various techniques have been proposed so as to mitigate
the aging effect in processor core architectures. Among those
proposed mechanisms, Gunadi et al. [14] suggested the Colt
duty cycle equalizer which balances the duty cycle by al-
ternating true and one’s complement data representations.
Abella et al. [1] introduced the Penelope NBTI-aware pro-
cessor architecture where they discuss a number of tech-
niques to combat NBTI, including a mechanism which writes
special values in memory cells in order to keep the duty cy-
cle at an ideal 50%. Next, Kumar et al. [21] proposed pe-
riodic cache flipping so as to provide periods of relaxation
for the influenced pMOSFET allowing dynamic recovery of
the threshold voltage level. The aforementioned three works
bear similarities to the “exercise logic” proposed in this pa-
per, in the context that these techniques periodically in-
sert inverted or random values to balance the duty cycle.
None of the three, however, deals with NoC router micro-
architectures, which are critical to the system’s survivability.

Although our approach is similar to the approaches in the
aforementioned works, here we actually handle a different
problem. In the previous works, the researchers focused on
the duty cycle bias on the data paths, while we mainly bal-
ance the uneven duty cycles along the control paths. In fact,
the sources of the uneven duty cycle are different. In the pre-
vious works, it is dominant in biased data contents, while
in our work it is more evident during the proved extremely
low activity seen in NoC routers (see Section 3). Although
the proposed “exercise logic” is also able to resolve the ag-
ing problems due to the skewed data content along the data
path of the NoC routers, we utilize it only for the timing
critical paths where the NBTI impact occurs in its most
critical form.

A number of works make attempt to develop a reliabil-
ity model at architectural level. Srinvansan et al., proposed
such a model of a processor core, which considers a set of
failure mechanisms [35]. Their assumptions, such as even
distribution of failures across failure mechanisms and uni-
form failure rate across the design, restrict the accuracy
of the model when extended to the entire chip. Shin et
al. further develop this concept [33]. They introduce effec-
tive defect density and effective stress condition coefficients
that weigh failure impact across the chip area and run-time
respectively. Shin et al. illustrated their approach under
several failure mechanisms and presented indicative weight
coefficients for a set of abstract architectural structures. By
contrast, in this work, we examine the actual critical path
of a particularly failure-sensitive, critical CMP component,
the NoC router. We show that, under realistic workloads,
this component is highly susceptible to NBTI-based wear
and develop a technique to mitigate this wear.

Aging has been also examined in the NoC domain. Bhard-
waj et al. [6, 5] propose routing algorithms to mitigate mul-
tiple aging mechanisms. They also point out that NBTI
plays a major role in NoC router aging, and their routing
techniques balance the traffic load across the network to

level-out the aging rates among the routers. The approach
is reasonable, in that they force the network traffic to detour
through routers of low utilization which, on the contrary,
accelerates NBTI-caused aging. However, they use these
routing techniques for the opposite effect; the routing algo-
rithms are actually designed to reduce the workload onto the
routers which exhibit high utilization, which as we show here
are not actually the routers likely to exhibit the most stress-
related aging. Fu et al. [13] propose a similar technique to
ours, in that it inserts special values to idle arbiters to mit-
igate NBTI. However, they propose this technique to make
arbiters less frequently utilized so as to give these routers a
chance to recover from the effects of NBTI, which is actually
not necessary applicable to frequently utilized circuits. In
these previous NoC-oriented studies, it is assumed that the
NBTI stress time is proportional to the router utilization,
however, on the contrary, we prove that this is not the ac-
tual case. Through detailed, gate-level analysis, not found in
earlier works, we demonstrated that the duty cycle becomes
more skewed when the NoC router is actually under-utilized
and not when it is highly- or over-utilized.

8. CONCLUSIONS
The NoC interconnect is critical to the lifetime survival

of the CMP system. In this paper, we developed criti-
cal path models for HCI- and NBTI-induced wear due to
stresses caused by realistic workloads, and applied them onto
the interconnect microarchitecture. A key finding from this
modeling being that, counter to prevailing wisdom, wearout
in the CMP on-chip interconnect is correlated with lack of
load observed in the NoC routers, rather than high load.
We then developed a novel wearout-decelerating scheme in
which routers under low load have their wearout-sensitive
components exercised, without significantly impacting cycle
time, pipeline depth, area or power consumption of the over-
all router. We subsequently show that the proposed design
yields a 13.8×-65× increase in CMP lifetime.
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