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Steepest descent 



The algorithm (1/3) 



The algorithm (23) 



The algorithm (3/3) 



Summary of gradient descent 

• The gradient of a function is a vector perpendicular to the 

contour of f(x) that passes from x0, and defines the direction 

of maximum local increase of f(x) at this point (steepest 

ascent direction) 

• Thus looking for the optimal x*, while having an 

approximation xk, imposes us to search along the direction 

which is opposite to the direction of  

 

• Unit vector along this direction is: 

 

• Therefore, each step is: xk+1= xk + λksk,   i.e.,  

 

   

 

 



An example of gradient descent 

• We wish to find the minimum of f(x)= x1
2+5x2

2+x3
2 - 4 

• Let us, start with the initial guess x0=(2,2,2)T 

 

• The gradient is: 

 

• Thus,  

 

• At x0=(2,2,2)T, the above equation yields:  

 

• Direction of descending:  

 

• Thus,  

 



An example of gradient descent 

• Recall, f(x)= x1
2+5x2

2+x3
2-4 

 

• Thus  

 

• i.e.,  

 

• What is the optimal λ0; 

• Take the derivative of the previous equation relative to λ0 and set to 0 

 

 

 

• which leads to:  

 

• Therefore:  

 

 



An example of gradient descent 

 

 

 

• It holds that x*=(0,0,0)T and 

• opt value f(x*)= -4 
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The Perceptron network 



Back to single-node perceptron 
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The reward-punishment concept 

• Given two training sets belong to two classes ω1 and ω2, 

respectively 

• let w(1) represent the initial weight vector, which may be 

arbitrary chosen 

• c, is a positive constant (should it be?) 

• Then, at the k-th training step, we execute: 
 

 

• Convergence occurs when perceptron produces correct output for 

each and every input 

 



Workout training example 

• Train a single-node perceptron to learn the following 

two-class case: 

• learning rate c=1, threshold=0, and w(1)=(0 0 0)’ 

 

 

(1,0) (0,0) 

(0,1) (1,1) 



Recall the Gradient (Steepest) Descent for 

finding (a/the) minimum of a function 

• Recall that the gradient of a function f with 

respect to a vector y=(y1,y2,…,yn)’ is defined as 

 

 

 

 

 

• It points to the direction of the maximum rate 

of increase of the function f, when the 

argument increases 



Recall the Gradient (Steepest) Descent for 

finding (a/the) minimum of a function 

• We will consider functions with a unique 

minimum 

• Consider the criterion function  

 

• Apparently, its minimum is J(w,x)=0  

• Thus, we increment w in the direction of 

negative gradient of J(w,x) 

• If we let w(k) represent the value of w at the k-

th step, the gradient descent can be written: 

 



Perceptron algorithm as a case of Gradient 

Descent-based optimization 

• Let the criterion function be 

 

 

• It holds that 

 

• Substituting the last equation into the last 

equation of the previous slide, we get:  

 

• From the definition of the sign (sgn) function: 
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Decision boundary and 

the perpendicular vector 



Decision boundary and vectors 

• Consider the following 

neural network: 

• So, a = hardlim(n) = hardlim(Wp+b) = 

hardlim(w1,1 p1 + w1,2 p2 + b) 

• The decision boundary is determined by those 

net inputs that satisfy: w1,1 p1 + w1,2 p2 + b = 0 

• The weights define a decision boundary, and 

vector W is perpendicular to that boundary 



Basic geometric concepts 

A line L is defined: Ax + By + Γ = 0, |Α|+|Β|≠0 

It holds that: 

• This line is parallel to vector δ1(B, -A) 

• This line is perpendicular to vector δ2(A, B) 

PROOF 

• Condition for parallelism 

• If Β = 0, then L // y'y axis, and δ1(0, -A) // y'y axis. Thus, L // δ1 

• If B ≠ 0, then slopeδ1= -A/B and slopeL= -A/B. Thus, L // δ1 

• Condition for perpendicularity 

• We know that if dot product(δ1, δ2)=0, then δ1 ┴ δ2 

• Indeed, δ1 ● δ2 = B * A + (-A) * B = 0 



Basic geometric concepts: Example 

 Consider the line: 3x - 4y + 12 = 0 

 So, Α= 3, Β= -4, and Γ= 12 

δ2(3, -4) 
δ1(-4, -3) 


